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Context

● Drone technology is used for 
professional and recreational 
purposes

● FPV Goggles allow users to immerse 
themselves in a drone’s view

● Existing FPV goggles are expensive 
additional hardware

● Creating robust FPV goggles on 
mobile would allow casual users to 
immersively view drone video
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Research Problem

How to access and convert monocular video 
footage from a drone into stereo video and 
display it on a mobile phone device?
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Turning Monocular Video into Stereo Video

● Principle of parallax in human vision

● VR uses parallax to create perception of depth

● One way to create stereo video involves filming 
at multiple views

● With only monocular video, must extrapolate 
depth information

● Can use depth information to construct stereo 
video
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Monocular Depth Estimation

● Topic of research in area of 
Computer Vision

● Ill-posed problem of generating a 
depth map of a single RGB image 1

● Solutions often computationally 
expensive, involving large CNNs 1
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Implementation
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Set Up and Integration with DJI SDK

● Hardware used for testing:

○ DJI Phantom 4 Pro V2

○ Android Pixel 2 XL

○ Google Daydream

● Create app registering DJI SDK 
and connecting to drone 2

● Access and display the live video 
feed from the drone 2
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Implementing Depth Estimation

● Access video frames from the 
drone’s video feed

● Use TensorFlow Lite to load and run 
MiDaS depth estimation model 3

● Process input to required format for 
Tensors 4

● Process output into a depth map 
represented by a grayscale image
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Creating Second View

● Attempted to implement methods 
for creating the stereo pair on 
mobile

● First method split image into layers 
based on depth and shifted them 5

● Second shifted individual pixels 
according to depth 6

● Issues with resulting frames

● Not feasible to carry out this 
processing for 30 fps

Original 
frame

Other view 
using first 
method

Other view 
using 
second 
method
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Register DJI SDK 
and connect to 
Phantom 4 Pro V2

Get video data from 
the drone using 
DJI’s functions

Run MiDaS Depth 
Estimation model 
on each frame

Use depth map to 
construct second 
view

Stitch together and 
display resulting 
stereo video

START

END

Initial Approach
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Register DJI SDK 
and connect to 
Phantom 4 Pro V2

Save video data from 
the drone using DJI’s 
functions

START

Process video 
into frames as 
input for the 
Deep3D model

Run Deep3D 
model on the 
frames, producing 
stereo pairs

Stitch the resulting 
frames together 
into a side by side 
video

Display the side by 
side stereo video on 
the Android Pixel 2 XL

END

Send video 
data from 
mobile device 
to computer to 
offload 
processing

Send final video 
from computer 
back to the mobile 
device

Revised Approach

11



Offloading Video and Processing

● Download video data from drone

● Deep3D – model for producing 
stereo pair from single image 7

● Process video into frames on the 
computer 8

● Run Deep3D on the input frames 8

● Stitch back together output as 
side by side stereo video 8

12



Final Result
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https://docs.google.com/file/d/1wn4Y4SCG6SAySbmHOdtMbaHbxoibOqeb/preview


Conclusions and Future Work

● Implemented FPV Goggles on mobile device

● Due to expense of image processing and model 
inference, decided to offload this work

● Future work could develop lightweight, efficient model 
for mobile

● Potential to implement Deep3D as a TensorFlow Lite 
model to run directly on mobile

● Improve rendering of final result on mobile
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